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1 Introduction

Face recognition from still images and video images is emerging as an active research area with numerous commercial and law enforcement applications. These applications require robust algorithms for human face recognition under different lighting conditions, facial expressions and orientations. An excellent survey on face recognition is given in [1]. A general scheme used for face recognition is illustrated in Figure 1.

![Diagram of face recognition scheme]

The feature vector $x = [x_1, x_2, \ldots, x_K]$ extracted from a test face image $\Gamma$ is compared in turn to the feature vectors extracted from all example face images $E_1, E_2, \ldots, E_Q$ and a measure of similarity in the feature space is used to classify the input image as one of the example images. The ratio of correct classified face images over the total number of faces classified by the recognition system defines the recognition performance (recognition rate) of the system. Based on the feature extraction and classification techniques used, the face recognition approaches are:

- geometrical parameterization approaches
- statistical approaches
- neural networks approaches

In this paper we focus on the statistical approaches to face recognition and more specifically on:

- correlation methods
- Singular Value Decomposition methods
• Karhunen-Loeve expansion - based methods
• Fisher Linear Discriminant - based Methods
• Hidden Markov Model - based Methods

A qualitative comparison among these methods will also be discussed.

2 Correlation Methods

The most direct of the procedures used for face recognition is the matching between the test images and a set of training images based on measuring the correlation [2]. The matching technique, in this case is based on the computation of the normalized cross-correlation coefficient $C_N$ [3], defined by:

$$C_N = \frac{E\{I_T T\} - E\{I_T\} E\{T\}}{\sigma(I_T) \sigma(T)},$$  \hspace{1cm} (1)

where $I_T$ is the image which must be matched to the template $T$, $I_T T$ represents the pixel-by-pixel product, $E$ is the average operator and $\sigma$ is the standard deviation over the area being matched. This normalization rescales the template and image energy distribution so that their average and variances match. However, correlation based methods are very dependent on illumination, rotation and scale. The best results for the reduction of the illumination variations were obtained using the intensity of the gradient ($|\delta_x I_T| + |\delta_y I_T|$). Figure 2, 3 and 4 illustrate the dependency of the correlation coefficient versus image scaling, rotation around the central vertical axis lying in the image plane and rotation in the image plane for the intensity image ($I$) and for the same image after the illumination normalization ($D(I)$). Because the correlation method is computationally very expensive the dependency of the recognition on the resolution of the image has been investigated. In [4] it has been shown that correlation based recognition is possible at a good performance level using templates as small as 36 x 36 pixels.

2.1 Recognition Using Correlation Methods

In [3], Brunelli and Poggio describe a correlation based method for face recognition from frontal views. Their method is based on the matching of templates corresponding to facial features of
Figure 2: Correlation versus image scaling

Figure 3: Correlation versus image rotation with axis perpendicular to the image plane

Figure 4: Correlation versus rotation in the image plane
relevant significance as the eyes, nose and mouth. In order to reduce the complexity of this approach, first the positions of these features are detected. Facial features detection has been intensively studied in the few last years [5], [6], [7], [8]. The method proposed by Brunelli and Poggio uses a set of templates to detect the eye position in a new image, by looking for the maximum absolute values of the normalized correlation coefficient of these templates at each point in the test image. To cope with scale variations, a set of five eye templates at different scales was used. However, this method is computationally expensive. Additionally, eyes of different people can be markedly different. These difficulties can be significantly reduced by using hierarchical correlation (as proposed by Burt in [9]). Once the eyes are located, the detection of other features can take advantage of their estimated position and the use of integral projections.

Feature Extraction: After the facial features are detected, a set of templates corresponding to these features in the test image is compared, in turn, with the corresponding features of all of the images in the database, returning a vector of matching scores (one per feature) computed through normalized cross correlation.

Classification: The similarity scores of different features can be integrated to obtain a global score. The cumulative score can be computed in several ways:

- choose the score of the most similar feature.
- sum the feature scores.
- sum the feature scores, using constant weights.
- sum the features scores using person-dependent weights.

After the cumulative matching scores are computed, a test face is assigned to the face class for which this score is maximized. The discriminating properties of some facial features versus interocular distance are illustrated in Figure 5. It can be seen that for large images (interocular distance bigger than 30 pixels) the whole face is the least discriminating template.

Recognition Performance: The recognition rate reported in [3] using correlation method for frontal faces is higher than 96%. The correlation method as described in this section requires a robust feature detection algorithm with respect to variations in scale, illumination and rotations in
Figure 5: Average performance for recognition based on feature matching

image plane and in image depth. In addition the computational complexity of this method is very high.

2.2 Recognition Under General Viewing Conditions

In [10], Beymer extended the correlation based approach, to a view-based approach for recognizing faces under varying orientations, including rotations with axis perpendicular to the image plane (rotations in image depth). In the first stage, of this method, a pose estimation module detects the position of three facial features (the eyes and the nose lobe) to determine the face pose (orientation). These features were detected by looking for the maximum absolute values of the normalized correlation coefficients of the model templates (representing the facial features) at each point in the current image. To handle rotations out of image plane, templates from different views and different people were used. After the pose has been determined, the task of recognition is reduced to the classical correlation method discussed in the previous section in which the facial feature templates are matched to the corresponding templates of the appropriate view-based models using the cross correlation coefficient. In this case, the computation complexity increases with the number of model views for each person in the database. Furthermore, the feature detection under non frontal pose is a more difficult task.

Recognition Performances: The recognition performances of the system were evaluated on a small database of 620 test images representing 62 people. A recognition rate of 98.7% has been
reported [10]. However, the method is computationally complex requiring 10-15 min to perform the classification of one face image on a Sparc2 workstation.

3 Karhunen-Loeve Expansion - Based Methods

3.1 Recognition Using Eigenfaces

The "Eigenfaces" method proposed by Turk and Pentland [11], [12] is based on the Karhunen-Loeve expansion and is motivated by the earlier work of Sirovitch and Kirby [13], [14] for efficiently representing picture of faces. The eigenfaces method presented by Turk and Pentland finds the principal components (Karhunen-Loeve expansion) of the face image distribution or the eigenvectors of the covariance matrix of the set of face images. These eigenvectors can be thought as a set of features which together characterize the variation between face images.

Let a face image \( I(x, y) \) be a two dimensional array of intensity values, or a vector of dimension \( n \). Let the training set of images be \( I_1, I_2, \ldots, I_N \). The average face image of the set is defined by \( \Psi = \frac{1}{N} \sum_{i=1}^{N} I_i \). Each face differs from the average by the vector \( \Phi_i = I_i - \Psi \). This set of very large vectors is subject to principal component analysis which seeks a set of \( K \) orthonormal vectors \( v_k, k = 1, \ldots, K \) and their associated eigenvalues \( \lambda_k \) which best describe the distribution of data. The vectors \( v_k \) and scalars \( \lambda_k \) are the eigenvectors and eigenvalues of the covariance matrix:

\[
C = \frac{1}{N} \sum_{i=1}^{N} \Phi_i \Phi_i^T = AA^T,
\]

where the matrix \( A = [\Phi_1, \Phi_2, \ldots, \Phi_N] \). Finding the eigenvectors of matrix \( C_{n \times n} \) is computationally intensive. However, the eigenvectors of \( C \) can be determined by first finding the eigenvectors of a much smaller matrix of size \( N \times N \) and taking a linear combination of the resulting vectors [12].

**Feature extraction:** The space spanned by the eigenvectors \( v_k, k = 1, \ldots, K \) corresponding to the largest \( K \) eigenvalues of the covariance matrix \( C \), is called the face space. The eigenvectors of matrix \( C \), which are called eigenfaces form a basis set for the face images. A new face image \( \Gamma \) is transformed into its eigenface components (projected onto the face space) by:

\[
\omega_k = < v_k, (\Gamma - \Phi) > = v_k^T (\Gamma - \Phi)
\]
for $k = 1, \ldots, K$. The projections $\omega_k$ form the feature vector $\Omega = [\omega_1, \omega_2, \ldots, \omega_K]$ which describes the contribution of each eigenface in representing the input image.

**Classification:** Given a set of face classes $E_q$ and the corresponding feature vectors $\Omega_q$, the simplest method for determining which face class provides the best description of an input face image $\Gamma$ is to find the face class $j$ that minimizes the Euclidian distance in the feature space:

$$\xi_q = ||\Omega - \Omega_q||,$$

(4)

A face is classified as belonging to class $E_q$ when the minimum $\epsilon_q$ is below some threshold $\theta_e$.

$$E_q = \text{argmin}_q \{\xi_q\}$$

(5)

Otherwise, the face is classified as unknown.

**Recognition Performance:** The Eigenfaces method was tested on a large database of 2500 face images digitized under controlled conditions. Various groups of sixteen images corresponding to sixteen different subjects were selected and used as a the training set. The recognition performances reported are 96% correct classification over lighting variations, 85% correct classification over orientation variation, and 64% correct classification over size variation. It can be seen that the approach is fairly robust to changes in lighting conditions [15], but degrades quickly as the scale changes. One can explain this by the significant correlation present between images with changes in illumination conditions; the correlation between face images at different scales is low. The recognition currently takes about 350 msec running on a SparcStation 1, using face images of size 128 x 128 pixels.

### 3.2 Recognition Under General Viewing Conditions

#### 3.2.1 The Parametric Approach

In [16], Murase and Nyar extended the capabilities of the eigenface method to general 3D object recognition under different illumination and viewing conditions. Given $N$ object images taken under $P$ views and $L$ different illumination conditions, an universal image set is built which contains all the available data. In this way a single “parametric space” describes the object identity as well as the viewing or illumination conditions. The eigenface decomposition of this space was used for
feature extraction and classification. However, in order to insure discrimination between different objects the number of eigenvectors used in this method was increased compared to the classical Eigenface method.

3.2.2 The View-Based Approach

Based on the eigenface decomposition, Pentland et al. [17] developed a “view-based” eigenspace approach for human face recognition under general viewing conditions. Given $N$ individuals under $P$ different views, recognition is performed over $P$ separate eigenspaces, each capturing the variation of the individuals in a common view. The “view-based” approach is essentially an extension of the eigenface technique to multiple sets of eigenvectors, one for each face orientation. To deal with multiple views, in the first stage of this approach, the orientation of the test face is determined and the eigenspace which best describes the input image is selected. This is accomplished by calculating the residual description error (distance from feature space: DFFS) for each view space. Once the proper view is determined, the image is projected onto the appropriate view space and then recognized. The view-based approach is computationally more intensive than the parametric approach because $P$ different sets of $V$ projections are required ($V$ is the number of eigenfaces selected to represent each eigenspace). However, this does not imply that a factor of $P$ times more computation is necessarily required. By progressively calculating the eigenvector coefficients while pruning alternative viewspaces, the cost of using $P$ eigenspaces can be greatly reduced. Naturally, the view-based representation can yield more accurate representation of the underlying geometry.

Recognition Performance: The recognition performance of the view-based and parametric approaches was evaluated on a database of 189 images consisting of nine views of 21 people [17]. The nine views of each person were evenly spaced from $-90^\circ$ to $90^\circ$. The performance of the algorithms was tested by training on a subset of the available views $\pm 90^\circ, \pm 45^\circ, 0^\circ$ and testing on the intermediate views $\pm 68^\circ, \pm 23^\circ$ (interpolation performances). The average recognition rates reported were 90% for the view-based and 88% for the parametric eigenspace methods. A second series of experiments tested the extrapolation performance by training on a range of views (e.g. $-90^\circ$ to $+45^\circ$) and testing on novel views outside the training range (e.g. $+68^\circ$ and $+90^\circ$). For testing views separated by $\pm 23^\circ$ from the training range the average recognition rates were 83% for the
view based and 78% for the parametric eigenspace method. For ±45° testing views, the average
recognition rates were 50% (view-based) and 43% parametric.

3.3 Recognition Using Eigenfeatures

In [17], Pentland et al discussed the use of facial features for face recognition. This can be viewed as
either a modular or layered representation of the face, where a coarse (low resolution) description of
the whole head is augmented by additional (high resolution) details in terms of salient facial features.
The eigenface technique was extended to detect facial features. For each of the facial features, a
feature space is built by selecting the most significant eigenfeatures (eigenvectors corresponding to
the largest eigenvalues of the features correlation matrix). In the eigenfeature representation the
equivalent "distance from feature space" (DFFS) can be effectively used for the detection of facial
features. The DFFS feature detection was extended to the detection of features under different
viewing geometries by using either a view-based eigenspace or a parametric eigenspace.

Feature extraction: After the facial features in a test image were extracted, a score of similarity
between the detected features and the features corresponding to the model images is computed.
The technique used to determine this score is an extension of the eigenface method presented in
section 3.1.

Classification: A simple approach for recognition is to compute a cumulative score in terms
of equal contribution by each of the facial feature scores. More elaborate weighting schemes, for
classification were discussed in section 2.1. Once the cumulative score is determined, a new face is
classified such that this score is maximized.

Recognition Performance: The utility of a layered representation using eigenfaces and eigen-
features was tested on a set 45 individuals with two views per person corresponding to different
facial expressions (neutral vs. smiling). The neutral set of images was used as a training set and
the recognition was performed on the smiling set. Since the difference between these particular
facial expressions is primarily articulated in the mouth, this feature was discarded for recognition
purposes. The recognition results showed that the eigenfeatures alone were sufficient in achieving
a recognition rate of 95%, equal to that of the eigenfaces. When a combined representation of
eigenfaces and eigenfeatures was tested a recognition rate of 98% was reported.
3.4 The Karhunen-Loeve Transform of the Fourier Spectrum

In [18], Akamatsu et al, illustrated the effectiveness of Karhunen-Loeve Transform of Fourier Spectrum in the Affine Transformed Target Image (KL-FSAT) for face recognition. First, the original images were standardized with respect to position, size, orientation using an affine transform so that three reference points satisfy a specific spatial arrangement. The position of these points is related to the position of some significant facial features. The standardization of the images used in the training set allowed to significantly increase the number of individuals to be identified (from 16 classes reported for the eigenface method to 269). The Eigenface method is applied as discussed in section 3.1. to the magnitude of the Fourier Spectrum of the standardized images (KL-FSAT). Due to the shift invariance property of the magnitude of the Fourier spectrum, the KL-FSAT performed better than classical eigenfaces method under variations in head orientations and shifting.

Recognition Performance: The authors reported recognition rates as high as 91% for a training set of 269 individuals. The testing set contained 100 images (5 samples of 20 individuals) with variations in head orientations. On the same database the eigenface recognition rate was 85%. However, the computational complexity of KL-FSAT method is significantly greater than the eigenface method due to the computation of the Fourier spectrum.

4 Linear Discriminant Methods - Fisherfaces

In [19],[20], the authors proposed a new method for reducing the dimensionality of the feature space by using Fisher’s Linear Discriminant(FLD) [21]. The FLD uses the class membership information and develops a set of feature vectors in which variations of different faces are emphasized while different instances of faces due to illumination conditions, facial expressions and orientations are de-emphasized.
4.1 Fisher's Linear Discriminant

Given \( c \) classes with a priori probabilities \( P_i \), let \( N_i \) be the number of samples of class \( i \), \( i = 1, \ldots, c \). Then the following positive semidefinite scatter matrices are defined as:

\[
S_B = \sum_{i=1}^{c} P_i (\mu_i - \mu)(\mu_i - \mu)^T \quad (6)
\]

\[
S_W = \sum_{i=1}^{c} \frac{N_i}{\sum N_i} \sum_{j=1}^{N_i} (x_j^{(i)} - \mu_i)(x_j^{(i)} - \mu_i)^T \quad (7)
\]

where \( x_j^{(i)} \) denotes the \( j \)th \( n \) dimensional sample vector belonging to class \( i \), \( \mu_i \) is the mean of class \( i \):

\[
\mu_i = \frac{1}{N_i} \sum_{j=1}^{N_i} x_j^{(i)},
\]

and \( \mu \) is the overall mean of sample vectors:

\[
\mu = \frac{1}{\sum_{i=1}^{c} \sum_{j=1}^{N_i} x_j^{(i)}}
\]

\( S_W \) is the within-class scatter matrix and represents the average scatter of sample vector of class \( i \); \( S_B \) is the between-class scatter matrix and represents the scatter of the mean \( \mu_i \) of class \( i \) around the overall mean vector \( \mu \). If \( S_W \) is non singular, the Linear Discriminant Analysis (LDA) selects a matrix \( V_{opt} \in \mathbb{R}^{n \times k} \) with orthonormal columns which maximizes the ratio of the determinant of the between class scatter matrix of the projected vector samples to the determinant of the within-class scatter matrix of the projected samples, i.e.

\[
V_{opt} = \arg \max_V \frac{|V^T S_B V|}{|V^T S_W V|} = [v_1, v_2, \ldots, v_k], \quad (10)
\]

where \( \{v_i | i = 1, 2, \ldots, k\} \) is the set of generalized eigenvectors of \( S_B \) and \( S_W \) corresponding to the set of decreasing eigenvalues \( \{\lambda_i | i = 1, 2, \ldots, k\} \), i.e.

\[
S_B v_i = \lambda_i S_W v_i. \quad (11)
\]

From [22], the upper bound of \( k \) is \( c - 1 \). The matrix \( V_{opt} \) describes the Optimal Linear Discriminant Transform or the Foley-Sammon Transform. While the Karhunen-Loeve Transform
performs a rotation on a set of axes along which the projection of sample vectors differ most in the autocorrelation sense, the Linear Discriminant Transform performs a rotation on a set of axes \([v_1, v_2, \ldots, v_k]\) along which the projection of sample vectors show maximum discrimination.

### 4.2 Face Recognition Using Linear Discriminant Analysis

Let a training set of \(N\) face images represent \(c\) different subjects. The face images in the training set are two-dimensional arrays of intensity values, represented as vectors of dimension \(n\). Different instances of a person’s face (variations in lighting, pose or facial expressions) are defined to be in the same class and faces of different subjects are defined to be from different classes.

**Feature Extraction:** The scatter matrices \(S_B\) and \(S_W\) are defined in Equations 6, 7. However, the matrix \(V_{opt}\) cannot be found directly from Equation 10 because in general the matrix \(S_W\) is singular. This stems from the fact that the rank of \(S_W\) is less than \(N - c\), and in general, the number of pixels in each image \((n)\) is much larger than the number of images in the learning set \((N)\). There have been presented many solutions in the literature in order to overcome this problem [23], [24]. In, [19], the authors proposed a method which was called the Fisherfaces method. The problem of \(S_W\) being singular is avoided by projecting the image set onto a lower dimensional space so that the resulting within class scatter is non singular. This is achieved by using Principal Component Analysis (PCA) to reduce the dimension of the feature space to \(N - c\) and then, applying the standard linear discriminant defined in Equation 10 to reduce the dimension to \(c - 1\). More formally \(V_{opt}\) is given by:

\[
V_{opt} = V_{fid}V_{pca},
\]

where

\[
V_{pca} = \text{argmax}_V |V^TCV|,
\]

and,

\[
V_{fid} = \text{argmax}_V \frac{|V^TV_{pca}^TS_BV_{pca}V|}{|V^TV_{pca}S_WV_{pca}V|},
\]

where \(C\) is the covariance matrix of the set of training images and is computed from Equation 2. The columns of \(V_{opt}\) are orthogonal vectors which are called Fisherfaces. Unlike the Eigenfaces,
the Fisherfaces do not correspond to face like patterns. All example face images $E_q$, $q = 1, \ldots, Q$ in the example set $S$ are projected on the vectors corresponding to the columns of the $V_{fid}$ and a set of features is extracted for each example face image. These feature vectors are used directly for classification.

Classification: Having extracted a compact and efficient feature set, the recognition task can be performed by using the Euclidian distance in the feature space. However, in [20] as a measure in the feature space, is proposed a weighted mean absolute/square distance with weights obtained based on the reliability of the decision axis.

$$D(\Gamma, E) = \sum_{v=1}^{K} \frac{(\Gamma_v - E_v)^2}{\sum_{E \in S} (\Gamma_v - E_v)^2} \alpha_v, \quad (15)$$

where $\Gamma_v$ and $E_v$ are the projections of the test image $\Gamma$ and example image $E_v$ on vector $v$. $S$ is the set of example images. The weights $\alpha_v$ are related to the discrimination power along axis $v$ and are equal to the corresponding normalized eigenvalue:

$$\alpha_i = \frac{\lambda_i}{\sum_{i=1}^{K} \lambda_i}, \quad (16)$$

Therefore, for a given face image $\Gamma$, the best match $E^0$ is given by

$$E^0 = \text{argmin}_{E \in S} \{D(\Gamma, E)\}, \quad (17)$$

and the confidence measure is defined as:

$$\text{Conf}(\Gamma, E^0) = 1 - \frac{D(\Gamma, E^0)}{D(\Gamma, E^1)}, \quad (18)$$

where $E^1$ is the second best candidate.

Recognition Performance: In [19], the authors reported a recognition rate of 99.4% under variations in lighting, facial expressions and eye wear (glasses, no-glasses). On the same database, the recognition rate reported when using the eigenface method was 80%. The database did not include images with variations in pose or orientation. The training set contained five sets of ten face images taken under strong variations in illumination facial expression, facial details, but no variations in pose.

In [18], Akamatsu et al applied LDA to the magnitude of the Fourier Spectrum of the intensity image. The database used in the experiments contained large variations in lighting conditions as
well as variations in head orientation. The results reported by the authors showed that LDA in the Fourier domain is significantly more robust to variations in lighting than the LDA applied directly to the intensity images. However, the computational complexity of this method is significantly bigger than classical Fisherface method due to the computation of the Fourier spectrum.

5 Singular Value Decomposition Methods

5.1 Singular Value Decomposition

The Singular Value Decomposition methods for face recognition use the general result stated by the following theorem:

**Theorem:** Let $I_{pxq}$ be a real rectangular matrix and $Rank(I) = r$, then there exist two orthonormal matrices $U_{pxp}$, $V_{qxq}$ and a diagonal matrix $\Sigma_{pxq}$ and the following formula holds:

$$ I = U\Sigma V^T = \sum_{i=1}^{r} \lambda_i u_i v_i^T, $$

where

$$ U = (u_1, u_2, \ldots, u_r, u_{r+1}, \ldots, u_p), $$

$$ V = (v_1, v_2, \ldots, v_r, v_{r+1}, \ldots, v_q), $$

$$ \Sigma = diag(\lambda_1, \lambda_2, \ldots, \lambda_r, 0, \ldots, 0), $$

$\lambda_1 > \lambda_2 > \ldots > \lambda_r > 0$, $\lambda_i^2$, $i = 1, 2, \ldots, r$ are the eigenvalues of $II^T$ and $I^T I$, $= \lambda_i$ are the singular values of $I$, $u_i$, $v_j$, $i = 1, 2, \ldots, p$, $j = 1, 2, \ldots, q$ are the eigenvectors corresponding to eigenvalues of $II^T$ and $I^T I$.

5.2 Face Recognition Using Singular Value Decomposition

Let a face image $I(x, y)$ be a two dimensional $(m \times n)$ array of intensity values and $[\lambda_1, \lambda_2, \ldots, \lambda_r]$ be its singular value (SV) vector. In [24], Zhong revealed the importance of using SVD for human face recognition by proving several important properties of the SV vector as: the stability of the
SV vector to small perturbations caused by stochastic variation in the intensity image, the proportion of variance of the SV vector to proportional variance of pixels in the intensity image, the invariance of the SV feature vector to rotation transform, translation and mirror transform. The above properties of the SV vector provide the theoretical basis for using singular values as image features. However, it has been shown that compressing the original SV vector into a low dimensional space, by means of various mathematic transforms leads to higher recognition performances. Among various transformations of compressing dimensionality, the Foley-Sammon transform based on Fisher criterion, i.e. optimal discriminant vectors is the most popular one. Given \( N \) face images which represent \( c \) different subjects, the SV vectors are extracted from each image. According to Equations 6 and 7, the scatter matrices \( S_B \) and \( S_W \) of the SV vectors are constructed. It has been shown that it is difficult to obtain the optimal discriminant vectors in the case of small number of samples, i.e. the number of samples is less than the dimensionality of the SV vector because the scatter matrix \( S_W \) is singular in this case. Many solutions have been proposed to overcome this problem. Hong [24], circumvented the problem by adding a small singular value perturbation to \( S_W \) resulting in \( \tilde{S}_W \) such that \( \tilde{S}_W \) becomes nonsingular. However, the perturbation of \( S_W \) introduces an arbitrary parameter, and the range to which the authors restricted the perturbation is not appropriate to ensure that the inversion of \( \tilde{S}_W \) is numerically stable. Cheng et al [23], solved the problem by rank decomposition of \( S_W \). This is a generalization of Tian's method [25], who substituted \( S_W^{-1} \) by the positive pseudoinverse \( \tilde{S}_W \).

**Feature extraction:** After the set of optimal discriminant vectors \( \{v_1, v_2, \ldots, v_k\} \) has been extracted, the feature vectors are obtained by projecting the SV vectors onto the space spanned by \( \{v_1, v_2, \ldots, v_k\} \).

**Classification:** When a test image is acquired, its SV vector is projected onto the space spanned by \( \{v_1, v_2, \ldots, v_k\} \) and classification is performed in the feature space by measuring the Euclidian distance in the this space and assigning the test image to the class of images for which the minimum distance is achieved.

**Recognition Performance:** In [23] the authors reported 100% recognition rate over a database of 64 images (24 images in the training set and 40 in the testing set) of eight different subjects. In the testing set changes were made in face orientation, camera focus and eye wear(glasses, no-glasses).
Another method to reduce the feature space of the SV feature vectors was described by Cheng et al [26]. The training set used consisted of a small sample of face images of the same person. If \( I_j^{(i)} \) represents the \( j^{th} \) image face image of person \( i \), then the average image is given by \( \frac{1}{N} \sum_{j=1}^{N} I_j^{(i)} \). Eigenvalues and eigenvectors are determined for this average image using SVD. The eigenvalues are thresholded to disregard the values close to zero. Average eigenvectors (called feature vectors) for all the average face images are calculated. A test image is then projected onto the space spanned by the eigenvectors. The Frobenius norm is used as a criterion to determine which person the test image belongs. The recognition performance was evaluated on a small database of 64 face images (24 images in the training set and 40 images in the testing set) of eight different persons and 100% recognition results were reported. The feature vectors were determined by averaging three images from each person.

6 Hidden Markov Model Based Methods

6.1 Hidden Markov Models

Hidden Markov Models (HMM) are a set of statistical models used to characterize the statistical properties of a signal. Rabiner [27],[28], provides an extensive and complete tutorial on HMMs. HMM are made of two interrelated processes: (1) an underlying, unobservable Markov chain with finite number of states, a state transition probability matrix and an initial state probability distribution. (2) a set of probability density functions associated to each state. The elements of a HMM are:

- \( N \), the number of states in the model. If \( S \) is the set of states, then \( S = \{S_1, S_2, ..., S_N\} \).

  The state of the model at time \( t \) is given by \( q_t \in S, 1 \leq t \leq T \), where \( T \) is the length of the observation sequence (number of frames).

- \( M \), the number of different observation symbols. If \( V \) is the set of all possible observation symbols (also called the codebook of the model), then \( V = \{v_1, v_2, ..., v_M\} \).

- \( A \), the state transition probability matrix, i.e. \( A = \{a_{ij}\} \) where

  \[
a_{ij} = P[q_t = S_j|q_{t-1} = S_i], \ 1 \leq i, j, \leq N,
  \]

  (23)
\[ 0 \leq a_{i,j} \leq 1, \quad (24) \]

\[ \sum_{j=1}^{N} a_{ij} = 1, \quad 1 \leq i \leq N \quad (25) \]

- \( B \), the observation symbol probability matrix, i.e. \( B = b_j(k) \), where,

\[ b_j(k) = P[O_t = v_k|q_t = S_j], \quad 1 \leq j \leq N, \quad 1 \leq k \leq M \quad (26) \]

and \( O_t \) is the observation symbol at time \( t \).

- \( \pi \), the initial state distribution, i.e. \( \pi = \pi_i \) where:

\[ \pi_i = P[q_1 = S_i], \quad 1 \leq i \leq N \quad (27) \]

Using a shorthand notation, a HMM is defined as:

\[ \lambda = (A, B, \pi). \quad (28) \]

The above characterization corresponds to a \textit{discrete} HMM, where the observations are characterized as discrete symbols chosen from a finite alphabet \( V = \{v_1, v_2, ..., v_M\} \). In a \textit{continuous density} HMM, the states are characterized by continuous observation density functions. The most general representation of the model probability density function (pdf) is a finite mixture of the form:

\[ b_i(O) = \sum_{k=1}^{M} c_{ik}N(O, \mu_{ik}, U_{ik}), \quad 1 \leq i \leq N \quad (29) \]

where \( c_{ik} \) is the mixture coefficient for the \( k \)th mixture in state \( i \). Without loss of generality \( N(O, \mu_{ik}, U_{ik}) \) is assumed to be a Gaussian pdf with mean vector \( \mu_{ik} \) and covariance matrix \( U_{ik} \).

### 6.2 Face Recognition Using HMM

HMM have been used extensively for speech recognition, where data is naturally one dimensional (1D) along the time axis. However, the equivalent fully connected two dimensional HMM would lead to a very high computational problem [29]. Attempts have been made to use multi-model representations that lead to pseudo 2D HMM [30]. These models are currently used in character recognition [31] [32].
In [33], Samaria et al proposed the use of the 1D continuous HMM for face recognition. Assuming that each face is in an upright, frontal position, features will occur in a predictable order, i.e. forehead, eyes, nose etc. This ordering suggests the use of a top-bottom model, where only transitions between adjacent states in a top to bottom manner are allowed [34]. The states of the model correspond to the facial features as forehead, eyes, nose, mouth and chin [35]. The observation sequence $O$ is generated from an $X \times Y$ image using an $X \times L$ sampling window with $X \times M$ pixels overlap (Figure 6). Each observation vector is a block of $L$ lines. There is an $M$ line overlap between successive observations. The overlapping allows the features to be captured in a manner which is independent of vertical position, while a disjoint partitioning of the image could result in the truncation of features occurring across blocks boundaries. In [36], the effect of different sampling parameters has been discussed. With no overlap, if a small height of the sampling window is used, the segmented data do not correspond to significant facial features. However, as the window height increases there is a higher probability of cutting across the features.

**Training:** Given $c$ face images for each subject of the training set, the goal of the training stage is to optimize the parameters $\lambda_i = (A, B, \pi)$ to “best” describe, the observations $O = \{o_1, o_2, \ldots, o_T\}$, in the sense of maximizing $P(O|\lambda)$. The general HMM training scheme is illustrated in Figure 7 and is a variant of the K-means iterative procedure for clustering data:

1. The training images are collected for each subject in the database and are sampled to generate
the observation sequence.

2. A common prototype model is constructed with the purpose of specifying the number of states in the HMM and the state transitions allowed, \( \lambda \) (model initialization).

3. A set of initial parameter values using the training data and the prototype model are computed iteratively. The goal of this stage is to find a good estimate for the observation model probability \( \mathcal{B} \). In [28], it has been shown that a good initial estimates of the parameters are essential for rapid and proper convergence (to the global maximum of the likelihood function) of the reestimation formulas. On the first cycle, the data is uniformly segmented, matched with each model state and the initial model parameters are extracted. On successive cycles, the set of training observation sequences was segmented into states via the Viterbi algorithm. The result of segmenting each of the training sequences is for each of \( N \) states, a maximum likelihood estimate of the set of observations that occur within each state according to the current model.

4. Following the Viterbi segmentation, the model parameters are reestimated using the Baum-Welch reestimation procedure. This procedure adjusts the model parameters so as to maximize the probability of observing the training data, given each corresponding model.

5. The resulting model is then compared to the previous model (by computing a distance score that reflects the statistical similarity of the HMMs). If the model distance score exceeds a threshold, then the old model \( \lambda \) is replaced by the new model \( \tilde{\lambda} \), and the overall training loop is repeated. If the model distance score falls below the threshold, then model convergence is assumed and the final parameters are saved.

**Recognition**: Recognition is carried out by matching the test image against each of the trained models (Figure 8). To do this, the image is converted to an observation sequence and then model likelihoods \( P(O_{\text{test}}|\lambda_i) \) are computed for each \( \lambda_i \), \( i = 1, \ldots, c \). The model with highest likelihood reveals the identity of the unknown face.

\[
\nu = \arg\max_{1 \leq i \leq c} [P(O_{\text{test}}|\lambda_i)].
\] (30)
Recognition Performance: The recognition performances were tested on a small database of 50 images that were not part of the training dataset of 24 images [37]. The images in the test set contain faces with different facial expressions, facial details (with and without glasses) and variations in lighting. On this database the authors reported a recognition rate of 84%. On the same database the recognition rate obtained by running the eigenface method was 73%. However, the computation involved for recognition takes approximately 12 seconds to classify an image using the set of 24 training models, on a SunSparc II workstation.

7 Conclusions

In this report, most successful statistical-based approaches to face recognition were analyzed. Due to the fact that these methods were tested on different databases, a quantitative comparison cannot be presented. The recognition results of the approaches discussed are shown in Table 1. The parameters of comparison between these methods are the recognition rates reported under variations in lighting and viewing conditions facial expressions, number of classes used by the recognition system as well as computation complexity. Following conclusions were extracted from this study:

- The correlation method performs with high accuracy, if lighting and size normalization is applied, under variations in facial expression and pose. However, this method is computa-
tionally very complex. The dependency of correlation value versus image rotation and scaling is discussed in section 2.

- A more efficient approach to face recognition is the eigenface method. Although the recognition performance are lower than the correlation method, the substantial reduction in computational complexity of the eigenface method makes this method very attractive. The recognition rates increase with the number of principal components used (eigenfaces) and in the limit as more principal components are used, performances approaches that of correlation. In [19] and [14], the authors reported that the performances level-off at about 45 principal components.

- In [19], it has been shown that removing first three principal components results in better recognition performances (authors reported an error rate of 20% when using the eigenface method with 30 principal components on a database strongly affected by illumination variations and only 10% error rate after removing the first three components). The recognition rates in this case were better than the recognition rates obtained using the correlation method. This was argued based on the fact that first components are more influenced by variations of lighting conditions.
The recognition performances of the eigenface and correlation methods against large variations in illumination and pose were improved by using either a parametric approach or a view based-approach. It has been illustrated that the parametric approach has a reduced computational complexity but the view based approach is more accurate.

KL-FSAT shows better recognition results than the classical eigenface method to small variations in head pose and face shifting. The complexity of this method is increased by the computation of the images Fourier Spectrum.

Although the parametric and view-based approaches of the eigenface method perform very well on databases affected by large pose variations, the Fisherface method is very efficient when the testing database is affected by variations in illumination and facial expressions as well as occlusions of facial features. Its computational complexity is similar to the classical eigenfaces method. In [19] the authors reported that at the same recognition rate the Fisherface method performed faster than the Eigenface method as a smaller number of eigenvectors was required.

The Singular Value Decomposition methods showed perfect recognition performances when tested on small database. The invariance properties of the SVD vector make this method robust to variations in illumination, orientation and facial expressions. However, the SVD method is computationally more expensive than the Eigenface method due to the computation of the SV vector for each test image.

A layered representation of the face images (including information from facial features as well as the whole face image) leads to better recognition results. The success of the eigenfeature method empirically proved this. However, the detection of facial features under general viewing conditions is a difficult problem and needs in general significant initial guidance. In [17], the authors suggested that the use of the eigenface method to detect the face pose can be combined with the eigenfeature method to perform recognition in the selected viewspace. Furthermore, a more elaborate weighting scheme for the computation of the cumulative score of the eigenfeature method can result in better recognition performance.
• The HMM based methods which are successfully used in speech recognition, showed significantly better performances for face recognition than the Eigenface method. This is due to the fact that HMM based method offers a solution to facial features detection as well as face recognition. However the 1D continuous HMM are computationally more complex than the Eigenface method. A solution in reducing the running time of this method is the use of discrete HMM. Very encouraging preliminary results (error rates below 5%) were reported in [37] when pseudo 2D HMM are used. Furthermore, the authors suggested that a Fourier representations of the images can lead to better recognition performance as frequency and frequency-space representation can lead to better data separation.
<table>
<thead>
<tr>
<th>Method</th>
<th>Training Set</th>
<th>Testing Set</th>
<th>Recognition Results</th>
<th>Type of database</th>
</tr>
</thead>
<tbody>
<tr>
<td>Correlation</td>
<td>Not specified</td>
<td>Not specified</td>
<td>over 96%</td>
<td>Frontal faces, small variations in illumination, scale</td>
</tr>
<tr>
<td></td>
<td>62 people</td>
<td>62 people</td>
<td>98.7%</td>
<td>Strong rotations in depth, small var. in scale and illumination</td>
</tr>
<tr>
<td></td>
<td>15 images per person</td>
<td>10 images per person</td>
<td></td>
<td>10-15 min on Sparc 2</td>
</tr>
<tr>
<td>Correlation [5]</td>
<td></td>
<td></td>
<td></td>
<td>NA</td>
</tr>
<tr>
<td>Eigenface</td>
<td>16</td>
<td>2500</td>
<td>96%</td>
<td>Lighting variations</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>85%</td>
<td>Orientation variations</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>64%</td>
<td>Variations in size</td>
</tr>
<tr>
<td>Eigenface parametric approach</td>
<td>128</td>
<td>7562</td>
<td>88%</td>
<td>Variations in pose (interpolation)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>78%</td>
<td>Variations in pose (extrapolation)</td>
</tr>
<tr>
<td>Eigenface view based approach</td>
<td>128</td>
<td>7562</td>
<td>90%</td>
<td>Variations in pose (interpolation)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>83%</td>
<td>Variations in pose (extrapolation)</td>
</tr>
<tr>
<td>Eigen Features</td>
<td>45 subjects</td>
<td>5 sample</td>
<td>95%</td>
<td>Variations in facial expressions (neutral vs smiling)</td>
</tr>
<tr>
<td></td>
<td>2 images per subject</td>
<td>of 20 individuals</td>
<td>98%</td>
<td>Not specified</td>
</tr>
<tr>
<td>KL-FSAT</td>
<td>269</td>
<td>5 sample</td>
<td>91%</td>
<td>Variations in head orientation and shifting</td>
</tr>
<tr>
<td></td>
<td></td>
<td>of 20</td>
<td></td>
<td>higher than eigenfaces method</td>
</tr>
<tr>
<td></td>
<td></td>
<td>individuals</td>
<td></td>
<td>85% eigenface</td>
</tr>
<tr>
<td>LDA Fisherfaces</td>
<td>16 subjects</td>
<td>16</td>
<td>99.4%</td>
<td>Strong variations in lighting, facial expressions and eye wear</td>
</tr>
<tr>
<td></td>
<td>10 images</td>
<td></td>
<td></td>
<td>lower than eigenfaces</td>
</tr>
<tr>
<td></td>
<td>per person</td>
<td></td>
<td></td>
<td>eigenface(30) 80% correlation 80% eigenface (w/o 3) 90%</td>
</tr>
<tr>
<td>SVD 24</td>
<td>8 subjects</td>
<td>40</td>
<td>100%</td>
<td>Small variations in illumination and face orientation</td>
</tr>
<tr>
<td></td>
<td>3 images per person</td>
<td></td>
<td></td>
<td>high due to the computation of SVD vector</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>NA</td>
</tr>
<tr>
<td>SVD 26</td>
<td>8 subjects</td>
<td>40</td>
<td>100%</td>
<td>Small variations in illumination and face orientation</td>
</tr>
<tr>
<td></td>
<td>3 images per person</td>
<td></td>
<td></td>
<td>high due to the computation of SVD vector</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>NA</td>
</tr>
<tr>
<td>HMM</td>
<td>24 subjects</td>
<td>24</td>
<td>84%</td>
<td>Variations in facial expression</td>
</tr>
<tr>
<td></td>
<td>5 images per person</td>
<td></td>
<td></td>
<td>12 sec on Sparc 2</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>eigenface 73%</td>
</tr>
</tbody>
</table>
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