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ABSTRACT

This paper presents an approach for the detedion of human face and eyes in real time and in uncontrolled environments.
The system has been implemented on a PC platform with the aid of simple aommercial devices such as an NTSC video
camera and a monochrome frame grabber. The approach is based on a probabili stic framework that uses a deformable
template model to describe the human face The system has been tested on bath head-and-shoulder sequences as well as
complex scenes with multi ple people and random motion. The system is able to locate the eyes from different head poses
(rotations in image plane as well as in depth). The information provided by the location of the e/esis used to extract faces
with frontal pose from a video sequence The extracted frontal frames can be passd to recognition and clasdfication
systems for further processing
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1. INTRODUCTION

In recent years, face detedion from video data has become a popular research area. There are numerous commercial
applications of face detedion in face reagnition, verification, clasdfication, identification as well as sarity access and
multimedia. To extract the human faces in an uncontrolled environment most of these applications must deal with the
difficult probems of variationsin lighting, variations in pose, ocdusion of people by other people, and cluttered or non-
uniform backgrounds.

A review of the approaches to face detedion that have been proposed are described in[1]. In [2], Sung and Poggio presented
an example-based learning approach for locating unocduded human frontal faces. The approach measures a distance
between the local image and a few view-based “face’ and “non face’ pattern prototypes at each image location to locate the
face In [3], Turk and Pentland used the distance to a “face space”, defined by “eigenfaces’, to locate and track frontal
human faces. In [4], human faces were deteded by searching for significant facial features at each location in theimage. In
[5] and [6] a deformable template based approach was used to detect faces and to extract facial features.

In this paper we present a probabili stic framework for face detedion . The goal of our system is to efficiently segment
human faces, independent of their size and orientation, from a known but uncontroll ed background. A deformable template-
based model has been used to describe the human face An eye detedion module processs the extracted faces to filter the
frontal faces for further processng. The approach that we have used performswell, in crowded scenes where human bodies
occlude each other.



2. SYSTEM OVERVIEW

In the first stage of our system, a statistical mode for the background is created, and conneded pixels with large deviations
from this model are assgned to the foreground. The output of this gage is a set of conneded foreground pixels that
determine the foreground regions.

The foreground regions are analyzed in more detail to deted the head. It is known that if there is only one head in the
image, then it may be deteded by finding the upper region in each set of conneded foreground regions [3]. However, this
technique fail s when people in an image are ocduded by other people. In this case, a foreground region may correspond to
two a more people, and finding the regions corresponding to heads requires a more cmplicated approach. This paper
considers the @ase of partial people ocdusion in which badies are ocduded by other bodies, but heads are not ocduded. To
determine the head positions, it is natural to determine the number of people in each foreground region. N separate models
A, i=1..,Narebuilt, each model A corresponding to i people in a set of conneded foreground region. Based on the

asumption that faces are vertical and are not ocduded, the model parametersfor model A, are (X,,%;,...%) where i isthe
number of people and the x,,k =1,..,i spedfy the horizontal coordinates of the vertical boundaries that separate the i
head regionsin the model A, . The approach used to determine the number of people in each foreground region is to sded
the modelA; for which the maximum likelihood is achieved.

A =argmax P(O(x, Y)IA) 1)

iO|LN
where the observationsO(x, y) are the pixd intensities at coordinates (x,y) in the foreground regionsand P(O(x,y)|A) is
the likelihood function for thé" model.
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Figure 1. Face and Eye detection system

The probability computation step in Figure 1 determines the likdihood functions for each modd. In this gage the
observationsO(X,y) in the foreground regions are used to find for each model A, the optimal set of parameters



(X9, %;,-.-%) that maximize P(O(x,y)|A), i.e to find the parameters (x,,%,...%) that “best” segment the foreground
regions. It will be shown later in this paper that the aomputation of P(O(x,y)|A;) for each set of model parameters requires
an efficient head detedion algorithm inside each redangular window bordered by x;_; and x; , j=1,..,i . It iscommon to

approximate the support of the human face by an dlli pse. In addition, we have found that the dlipse asped ratio o the
human face is, for many situations, invariant to rotations in the image plane as well as rotations in depth. Based on the
abowe, the head modd is parametrized by the set (X, Y,.a,b) wherex, and y,, are the omardinates of the dli pse centroid

and a and b are the axis of the dlipse. The set (X, Yy.a,b) is determined through an efficient eli pse fitting algorithm

that will be descried later in this paper. The head model can be more cmmplex, and can include information from the eyes as
well as other facial features. Considering a simpler model for the human face may lead to the detedion of objeds that do not
correspond to a face These oljeds are removed in the next stage of our system by running an efficient eye detedion
algorithm.

3. SEGMENTATION OF FOREGROUND REGIONS

To extract the moving ohjeds, the background is modeled as a texture with the intensity of each point modeled by a
Gausdgan distribution with mean p and variance o, N,(u,0). The pixels in the image are dassfied as foreground if
pP(O(x, V)| N, (1, 0)) < T and as background if p(O(x, y)|N,(u,0)) >T . The observation O(X,y) represents the intensity of
the pixels at locatior{x, y) . T is a constant threshold.

The onnedivity analysis of the “foreground” pixels generates conneded sets of pixels, i.e. sets of pixels that are adjacent or
touching. Each of the abowe sets of pixels describe a foreground region. Small foreground regions are assumed to be due to
shadow, camera noise and lighting variations and are removed. The approach used to foreground regions segmentation
illustrated in Figure 2.
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Figure 2. Foreground regions segmentation

4. COMPUTATION OF MODEL LIKELIHOOD FUNCTIONS

Based on the assumption that faces are vertical and are not ocduded, we found it appropriate to parametrize models A, over
the set of parameters (X,, X, ... %) which are the horizontal coordinates of the vertical borders that separate individual faces
in each foreground region. The set of parameters (x,,X,,...%) is computed iteratively to maximize P(O(x,y)|A) . In a

HMM implementation this corresponds to the training phase in which the model parameters are optimized to best describe
the observed data [9].

To define the likelihood functions P(O(X, y)|A;) , a preliminary discusson about the head detedion algorithm is necessry.

In this paper, the head is determined by fitting an €elli pse around the upper portions of the foreground regions inside each
area bounded by x;_;,X; j=1,..,i. In fact the head detedion problem is reduced to finding the set of parameters

j



(%, Yo,a,b) that describe an dlipse type deformable template. Parameters X, and Y,describe the dlipse centroid

coordinates and aand b are the dlipse axis. The head detedion algorithm will be described in more detail in the next
sedion. For each set of parameters (X,,Y,,a,b) aredangular template is defined by the set of parameters (x,,Y,.0a,ab) ,

where x, and y, arethe wordinates of the center of the redangle and aa,ab are the width and length of the redangle,
and o is me onstant. In each area bounded by X;_;,X;, Ry; isthe set of pixels outside the dli pse template and inside
theredangle template and R; isthe set of pixelsinside the dli pse template. Theregions R,; and R;; locally classfy the
image in “face’ and “not face’ regions. Based on the abowe discusson the likelihoad function P(O(x,y)|A;) for the model
A is determined by the ratio o the number of foreground pixels classfied as “face€’ and background pixels clasdfied as
“non face” in each area boundedxy,,x; , j=1,..,i, over the total number of pixels in “face” and “not face” regions.

D (Y O+ Y bO(x, )

1=1 (x,y)URgj (X, y)ORy

P(O(X, Y)IA) = 3)
Z ((XV;RO] b(O(x, y)) + (x,y;% O+ 3 BOKy* 5 FOx)
where
OO = e @
and
O, if pO(X, YIN (14,0) < T -

oY) = Ep otherwise

The goal in this ®dion is not only to compute the likelihoaod functions P(O(x, y)|A,) for a set of parameters (X, X;,..- %) ,
but also to determine the set of parameters that maximize P(O(x,y)|A;) . Theinitial parameters (X,,X;,...%) for model A
are chosen to uniformly segment the data i.e. X, =X, =(X =%,)/i, j=1..,i. The parameters (X,,X;,...X;) are
iteratively adjusted to maximize P(O(x,y)|A) , asillustrated in Figure.3. The iterations are terminated if the difference of
the likelihood functions in two consecutive iterations is smaller than a threshold.
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Figure 3. Computation of Model Likelihood




5. THE HEAD DETECTION ALGORITHM

The head is deteded by fitting an elli pse around the upper portion of the foreground region inside the area bounded by
X;_1,X; for j=1..,i . The objedive in an dlipse fitting algorithm isto find the x,,y,,a and b parameters of the dli pse
such that:

(x=%) /@) +((y— o) /D)* =1 (6)

A general technique for fitting the dli pseisthe Hough Transform. However, the mmputational complexity of this approach
as well as the need for a robust edge detection algorithm make it ineffective for real-time applications.

Our approach for fitting the dli pse is an inexpensive reaursive technique that reduces the search for the dli pse parameters
from a four dimensional space (X,,Y,,a,b) to a one dimensional one. The parameter space of the dlipse is reduced based

on the following observations:

1. The width of the dlipse at iteration k +1 is equal to the distance between the right most and left most point of the
foreground region at the line corresponding to the current centroid pogitfon,e.

'™ = 1,(y"). Y
where functionf, is determined by the boundary of the foreground region.

2. The centroid of the dlipseis located on the so called vertical skeleton of the region representing the person. The vertical
skeleton is computed by taking the midd e point between the left most and the right most points for each line of the region.

The X(()kﬂ) coardinate of the centroid of the dlipse at iteration k +1 is located on the vertical skeleton at the line

y{¥ corresponding to the current centroid position. Hexr(¢&” will be uniquely determined as a function gff’ .

X = 1,(07) ©)
where functionf,is a function determined by the vertical skeleton.

3. The b parameter of the dli pse (the height) is generally very difficult to oain with high accuracy due to the difficulties
in finding the chin line. However, generally the height to width ratio of the ellipse can be considered to be a constant,
such asM . Then, from Equation (7)

b = Ma™? = Mf, (y5) ©)
From (6) we write
y(()k+l) - F (Xék+l) ,a(k+l) ,b(k+l)) (10)
Equations (7), (8) ,(9) and (10) lead to:
Yo =G(y) (11)

which describes the iterative dli pse-fitting algorithm. Equation (11) indicates that we have reduced the four dimensiona
problem of finding the ellipse parameters to an implicit equation with one unkygwn



We stop the iterations when the distance between two conseautive centroids is snaller than a threshold. When the
iterations gop X,,Y,.a and b describe the four parameters of the dlipse. The initial y-coordinate of the dli pse centroid,

y{? hasto be chosen close enough to the top of the objed on the vertical skeleton in order for the algorithm to perform
well for all types of sequences from head-and-shoulder to full-body sequences.

5.1. Conver gence of Head Detection Algorithm

In the previous sdion we have shown that y, can be determined iteratively from Equation (11). Also we have shown that
the knowledge ofy, is enough to determine the ellipse parameters. The head detection algorithm is illustrated in Figure 4
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Figure 4. Ellipse Fitting Algorithm

In order to find the solution for equation (11) a linear estimatey§or” is derived:

Yo = y§0 + pe(k) (12)
where,
e(k) =b™ - Ma® (13)

We will show in this sdion that the abowve iterations converge to the dli pse parameters for an dli pse type @ntour. From
equation (6), the distance between the right most and left most point of the ellipse correspoy@'fﬁ'g; etermined by:

a® =2a\1- (%8 - yo) / Ma)’ (14)
and the distance between the top of the ellipseygfiis determined by

b™ =y, + Ma -y (15)
Hence, foru =1, equation (6) becomes:

y(()k+1) -, = Ma - Ma\/l— ((yék) _ yO)/ Ma)Z (16)




From the above equation it can be proved that

(k+1)

IY§<? = yoff < 1y§ = yof (17)

for any y{ for which |y{ - y,|< Ma. This shows that the recurrence defined in equation (12) converggs to

6. EYE DETECTION

The deteded dli pses are potentially the region of support for human faces. After the detedion of these regions, a more
refined model for the faceis required in order to determine which of the deteded regions in previous gages correspond to
valid faces. The use of an eye detedion algorithm in conjunction with the head detedion module improves the accuracy of
the head model and removes regions corresponding to back views of faces or other regions that do not correspond to a face
Eye detedion results can also be used to estimate the face pose and to determine the image @ntaining the most frontal pose
among a sequence of images. This result may then be used in recognition and classification systems.

In previous work [1], eyes were successully deteded from frontal views. For frontal views, eye detedion that is based on
geometrical measures was extensively studied [7,8]. In [6], Yuileg Hallinan and Cohendeveloped a deformable template
based approach to facial feature detedion. However, these methods may lead to problemsin the analysis of profile or back
views. Moreover, the assumption of dealing with frontal faces is not valid for real world applications.

This paper uses an eye detedion algorithm based on bath region size and geometrical measure filtering. The exclusive use
of geometrical measures to deted the g/es inside a redangular window around the dli pse cantroid (eye band) may lead to
problemsin the analysis of non-frontal faces. In these @ses, the hair regionsinside the e/e band generate small hair regions
that are not conneded each to adher and that are in general close in size and intensity to the ee regions. Under the
asamption of varying poses, the simple ingpedion of geometrical distances between regions and positions inside the e/e
band cannot indicate which regions correspond to the g/es. Hence, a more difficult approach based on region shape @n be
taken into account. However, in this paper we present a simple method to discriminate e/e and hair region that performed
with goad results for alarge number of sequences. In our approach the small hair regions inside the g/e band are removed
by analyzing the regions szes in a larger window around the upper portion of the face Inside this window, the hair
corresponds to the region of large size.

Figure 5 shows the steps of the g/e detedion approach used in this paper. In the first stage, the pixel intensities inside the
faceregions are mmpared to athreshold 8 and pixels with intensities lower than 6 are extracted from the faceregion. The
connedivity analysis of the extracted pixels generates conneded sets of pixels, i.e. sets of pixels that are adjacent or
touching. Each of these connected sets of pixels describe a low intensity region of the face.

In the next stage these regions are filt ered with resped to the region size. Regions having a small number of pixels due to
camera hoise or shadows are removed. Large regions can not represent eyes and correspond in general to hair. The size of
the regions sleded at this gageisin theinterval [6,,6,,] where 6, isthe minimum and 8,, is the maximum number of
pixels all owed by our system to describe a valid eye region. Threshold values 6,,,6,, are determined based on the size of the

ellipse that characterizes the head region.

The remaining components are filtered based on the geometrical distances between eyes and the expeded position of the
eyesinside aredangular window (eye band) centered in the dli pse centroid. The e/e regions are determined by analyzing
the minimum and maximum distance between the regions inside this band.
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Figure 5. Eye Detection



7.RESULTSAND CONCLUSIONS

This paper presents a statistical model-based approach to human face detedion. The system has been implemented and
tested on a variety of different video sequences. Figure 6 shows the result obtained by running the system in a laboratory
environment. This figure mnsists of four different scenarios generated to demonstrate the performances under different
conditions such as non-frontal poses, multi ple ocduding people, back views, and faces with glasss. In Figure 6-(a) the face
of asingle person is deteded. In thisfigure the dli pse is properly fitted around the face and the eyes are deteded even with
the glasses on the face Figure 6-(b) shows the back view of a single person in the scene. In this figure, the dli pseis fitted
around the head, but no eye is deteded indicating the robustness of the e/e detedion module. Figure 6-(c) and 6-(d) show
two scenarios in which two people are present in the scene. In bath figures the body of one person is covering part of the
body of the other person. In bath cases the face and eyes are deteded. The fact that the system is able to extract the faces
and eyes in situations with body ocdusion is a strong merit of the presented approach. In figure 6-(d) the face of the person
in the back has a non-frontal position. Also dueto different distances from the @amera the size of the two faces are different.
The faces of bath persons are deteded indicating the robustness of the system to variations in parameters sich as sze and
position of the face.

~ B \ 5

6.a. Head and shoulder sequence with rotation 6.b. Back view of a head. No eyes were detected
in depth. Subject with glasses.

6.c. Multiple people sequence in the presence 6.d. Multiple people sequence in the presence of
of body occlusions. body occlusions and rotations in depth

Figure 6. Results for head and eye detection.



Future research is necessary to enhancethe performance of the g/e detedion module and increase its robustnesswith resped
to different face and hair colors. Currently we are @ntinuing this research to extract the optimal (most frontal) pose of a
person from a sequence of video frames in an uncontrolled environment.
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